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Abstract

Logistics deals with the problem of getting the right “Stuff” (people, materiel,
equipment, and supplies) to the right “place”at the right “time”, During the last few
years, it has been widely recognized that the next generation of logistics
information systems must be powerful enough to manipulate massive, distributed,
logistics databases, and enable logisticians to perform a variety of functions such
as tracking the status of supplies and materials, planning based on the current
status, efficiently tracking status changes as they occur, and re-planning as
needed in order to accomplish the mission(s) at hand. In 1996, the Defense
Advanced Research Projects Agency (DARPA) started an $80 million research
effort called the Advanced Logistics Project (ALP) aimed at developing the next
generation of logistics systems. This paper will describe the goals of ALP, the
multiagent logistics architecture proposed by ALP, how this architecture supports
the achievement of ALP% goals, and how it scales up to applications involving
tens of thousands of cooperating software components built by multiple, disparate
companies and government entities.

Keywords: Atrtificial intelligence, multiagent systems, planning and monitoring,
logistics

1. Introduction

Logistics refers to the task of getting the “fight stuff”’to the “fight placeat the ‘fight time.”” Almost
every major corporation, large organization, and complex government entity needs logistics
support on a continuous, day-in, day-out basis. In addition to the planning process itself, modern
logistics systems have three primary challenges:

Rapid Supply: Every major company or government organization must be able to rapidly
provide the assets to keep the business of that organization running smoothly. The challenge
is to build a system that perfectly balances high fidelity estimation with adaptive demand
routing to create a real-time hybrid supply chain which combines the "push" of supplies in




anticipation of projected demand against the "pull" of supplies based on actual demand to such
precision that it virtually eliminates on-hand stocks.

End-to-End Movement Control: Resources are only effective if you can get them to the place
they are needed when they are needed — which makes effective and efficient transportation a
critical component of both customer satisfaction and global power projection. The challenge is
to build a system that supports both local and global optimization over multiple transportation
modes. This system can integrate the transportation pipeline so effectively it virtually
eliminates the need to stage cargo at points where it will transfer from one mode to another..
Further, this system can manage multiple concurrent large-scale operational demands, each
being planned against different sets of priorities and constraints.

Execution Monitoring: As the best laid plans frequently go wrong, to operate effectively in the
dynamics of the real world means being able to observe, react and adapt to the real world.

The challenge is to create an information system that can understand the implications of
changes in the real world, understand the implications and the effects on current operations
and future plans, and quickly replan in such a manner as to not invalidate the progress
achieved by the actions already taken but to compensate for the changes observed through
subsequent actions. Ultimately, the system needs to learn from the observations and effects to
change the fundamental rules under which it operates and to adapt the character of the plans it
builds.

Today, logistics is a manually intensive process that, for DOD, involves hundreds of stovepipe
logistics information systems. To truly get control of the global logistics process requires
harnessing the power of emerging information and automation technology.

The overall goal of the DARPA Advanced Logistics Project (ALP) is to ensure
the next generation of logistics systems provides an easily expandable, loosely
coupled (physically), yet tightly integrated (logically) business process that
meets the challenges of high fidelity logistics planning, rapid supply, end-to-end
movement control and execution monitoring, autonomously and automatically
to a level of detail and fidelity never before achieved. In particular, ALP will
develop and demonstrate the tools and concepts which could revolutionize the
logistics systems of the US Department of Defense and industry in the 21
Century.

The ability to rapidly and effectively deploy military forces to hotspots around the world has become
a critical capability for US and NATO forces.  Force deployment involves the timely movement of
troops, equipment, and materiel to the region of conflict. Today, it often takes 45-60 days to create
a logistics plan (Log-plan) for a given operational requirement. ALP% goal is to develop the
theory, algorithms, and implementations needed to create a high fidelity Log-plan in under an hour.
To address this challenge, ALP must:

Provide high degrees of visibility into the logistics pipeline and information necessary to
trace resources moving through the pipeline back to the assorted logistics processes
which touch that resource. Meeting this goal will ensure accuracy and thereby build
confidence in the system.

Provide high fidelity, real-time status information on demand, but not require high
communications bandwidth for the synchronization and transfer of information for which
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there is no demand. Meeting this goal will ensure fine-grained data management for
operation in bandwidth constrained environments.

Be capable of anticipatory logistics for emerging changes in the operating environment and
responsive, reactive logistics for unexpected changes in the environment and operational
plans. Further, the system must be adaptive in its behavior, sensitive to changing policies
and priorities, and continuously evolutionary in capabilities. Meeting this goal will ensure
the system does not become obsolete as we continue to grow and evolve our business
processes.

Be sensitive to the pressures, priorities, and constraints of multiple concurrent operations
and a spectrum of concurrent processes. Meeting this goal will ensure the system can
perform the appropriate tradeoffs to achieve both the best available local and global
solution.

Be capable of performing multiple, varied analysis to support "what-if* considerations and
contingency planning in an effective and scalable way while ensuring the system does not
lose sight of the requirements of continuing operations. Meeting this goal will ensure the
human element of creativity and design have the underlying analytic support to ensure
sound decision making even under extreme situations.

Support dynamic replanning in a scalable way, given the fact that changes in the state of
the supply chain may effect hundreds, or even thousands, of plans and changes occurring
hundreds of times a minute. Meeting this goal will ensure the system is designed against
super-linear complexity growth and chaotic instability --- both necessary for very-large
scale distributed agent societies.

Ensure capability and visibility from all echelons, from all classes of devices, operating
effectively in a globally distributed, intermittent communications environment. Meeting this
goal will ensure even those users with a PDA, web-browser and a cell phone can be tied
into the global logistics system of the future.

In addition, this futuristic logistics system must have the following features:

2.

It must be heterogeneous, given the US Department of Defense depends on thousands of
organizations and contractors, many of whom have their own proprietary data and software
systems.

It must support cooperation between software modules, as programs must be able to
interoperate with other programs and semantically comprehend the messages flowing between
these cooperating modules.

It must be massively scalable as each corporate entity may use hundreds of data sources and
code bases. Hundreds of thousands, and perhaps even millions of such modules need to
cooperate with one another.

The ALP Cluster Architecture

Since the DOD is made up of hundreds of organizations, each with its own specific planning and
logistics needs, and as these organizations in turn need to interact with contractors and vendors,
each of whom often have their own logistics systems, the ALP architecture had to be distributed,
flexible, adaptive, autonomous and cooperative. The ALP architecture uses an abstraction of a
logistics system’ functional behavior. The idea was that if all interacting logistics systems are



viewed as instances of this abstraction, then we could take advantage of the known structure and
capabilities of the abstraction to facilitate interoperability and cooperation among such instances.
The specific design of the system was built on existing concepts in agent architectures. However,
we added another layer, a cognitive planning abstraction, to better mirror the human processes the
system would be representing.

The selected abstraction was called a cluster, which is the general framework used by each agent
in the system.  Once populated with specific domain behaviors and knowledge (through the
insertion of "plug-ins"), the cluster is considered instantiated as an agent. Each cluster has the
architecture shown in Figure 1 below.
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Figure 1: ALP Cluster Architecture

In the ALP architecture, every cluster represents one or more logistics business processes. The
granularity and fidelity of the processes depends on a number of factors, but through encapsulation
by the agent interfaces many different fidelity business processes can cooperate in the same
system. For example, the Military Traffic Management Command (MTMC) may have a cluster
agent that creates overland transportation plans. The Military Sealift Command (MSC) may have a
cluster agent that creates and manages ships and develops ship schedules. While each agent
performs its own internal planning, it also coordinates on the details where the plans intersect. For
example, the coordination of truck and rail schedules from MTMC with the port arrival and ship
loading schedules from MSC. In a well constructed plan, these schedules will be aligned so no
time is lost aggregating or staging cargo when items being shipped are transferred from one mode
of transportation (ground) to another (sea). The ALP architecture addresses both the intra-agent




planning and execution processes as well as inter-agent process coordination. This is supported
by the cognitive model layer, composed of the Task Expander, Task Allocator and Task Assessor.
Inter-agent coordination is supported through a well-defined task negotiation processes and will be
addressed in a later section.

The Task Expander takes high level tasks and decomposes them into the specified and implied
tasks that must be accomplished to achieve the higher level task. Since there are many
reasonable decompositions, the Expander uses information on the world state, domain rules as
well as task preferences and constraints, to find the most effective decomposition for that task.
The logical, temporal and spatial arrangement of the derived tasks form a task workflow.

The Task Allocator takes the specified and implied tasks derived from the Expander
decomposition, and allocates them to the available resources. These resources may be internal
processes and services, subordinate and supporting agent services, or requests for user actions.
The Allocator attempts to find the best allocation of resources for the components of the workflow
available, given the world state and propagated task constraints and preferences.

Once the expansion and allocations are completed, the Task Assessor tracks the execution status
of all tasks to ensure they are meeting their task objectives. It also continually assesses whether
the workflow of tasks is meeting the original task objectives from which the workflow was derived.
When the execution of a task deviates beyond a certain threshold, the Assessor component
generates an exception that causes one or more actions to be triggered and appropriate
components of the workflow to be replanned.

2.1. The Cognitive Layer

The cognitive layer, composed of the Task Expander, Task Allocator and Task Assessor, is
modeled after the way humans plan. When humans plan we use "a divide and conquer approach"
and decompose activities into more doable pieces. Each piece is then processed to some level
and we assess the expectation that success of the individual pieces will yield success in the
original higher-level task. Once convinced we have a reasonable plan, we begin execution.
During execution, we continually assess each piece to see if it is achieving its individual objective
and ultimately, the higher level objective.

Let's trace an example as implemented in this cognitive model through the ALP architecture. The
process starts with the arrival of a task of the form of:

[Action: TRANSPORT
What: 1BN, 31 Infantry Division
From: Ft. Stewart, USA to ReceptionPointCharlie, Saudi Arabia
By: C+30
Pref: Minimize Cost |

Generally, the most economical manner to move forces is by sea. If we assume itis currently at
or before C+0, we have enough time in the schedule to use that mode. Thus the Task Expander
will decompose the base "TRANSPORT" task into three sub-tasks.

TRANSPORT_GROUND From: Ft. Stewart, USA to UnNamed Port, USA



TRANSPORT_SEA From: UnNamed Port, USA to UnNamed Port, Saudi Arabia
TRANSPORT_GROUND From: UnNamed Port, Saudi Arabia to
ReceptionPointCharlie, Saudi Arabia

These tasks would be assembled as a workflow with the all the appropriate information from the
parent task as well as additional logical, temporal and spatial constraints required to govern the
transition between tasks. The workflow would then be posted to the Log-plan.

In our example, there are both timing and spatial constraint transitions between the various tasks.
Thus, the finish location of forces (S) at the finish time (T) upon completion of the
Transport_Ground task must be within an allowable tistance *from the start location (S) and start
time (T) of the Transport_Sea task. Part of the workflow constraint identifies the specific allowable
time and space parameters for this task.

Next the Allocator would be alerted that there are unallocated tasks in the Log-plan. The Allocator
would then attempt to match up each task Verb and necessary phrases with either an internal
execution capability or a registered capability of a subordinate or supporting agent. In the example
above, TRANSPORT_GROUND tasks for From *prepositions, which specify US locations are
dispatched to the Conus Ground Agent. All TRANSPORT_SEA tasks are sent to Global Sea and
TRANSPORT_GROUND tasks for From’prepositions outside the US are sent to the appropriate
Theater Ground agent — in this case the Theater Ground agent in the CENTCOM community.

Thus the Allocator would send each of these tasks to other cluster agents for processing. Part of
that processing would be the selection of ships and ports by Global Sea, which would then drive
the planning of the other two ground mode agents. Though not shown above, the sub-tasks
generally have all the relevant information from parent task as well any additional constraints the
parent agent elects to impose.

As each of the subordinate agents respond to their individual task requests, the parent Assessor
will determine how each proposed solution satisfies the plan. The parent will also coordinate
additional information regarding the plan between "its children” through the refinement of task
parameters such as defining the Conus port selection.



The resulting workflow, shown in Figure 2, shows the linkage between the sub-tasks in the
workflow and received tasks in the child agents.
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Figure 2: Example Task Decomposition

The Assessor has an additional role during execution --- that of ensuring everything meets the
requirements of the plan and that the plan accomplishes the objective. The first case is concerned
with environmental effects of execution --- like whether or not the ship was late due to bad weather.
If the ship is late, it will miss its start date and could adversely effect the results of the plan. In the
second case, the Assessor is looking for cases where the individual subtasks are successful, but
they are failing in the aggregate affect. The Assessor component continually monitors all plans
within the cluster, and attempts to identify deviations between the actual status of affairs, and the
planned state of affairs. Once a deviation has been identified, the Assessor determines what to do
about the deviation. In some cases, the deviation might be considered insignificant. In other
cases, the deviation may trigger a rapid, dynamic replanning step. In yet other cases, the deviation
might trigger replanning, accompanied by dynamic notifications being sent to affected parties
notifying them that their shipment will be delayed.

2.2. Cluster Interaction

The ALP architecture was designed in such a way that hundreds of thousands of software agents
could interoperate with one another. Each agent is a special kind of software agent [GK94],
instantiated from the cluster architecture shown in Figure 1. To date, few reports exist on the
deployment of massive multiagent applications. ALP% effort currently involves 270 agents,
performing over 2500 business processes, in a coordinated, cooperative society of agents.

Cluster agents interoperate with each other using a task grammar-based message protocol. The
task is the fundamental structure of the "request portion" of the agent negotiation dialog. The



structure of the task is a sentence in the language of discourse for ALP agents. The operational
parameters of a task are contained as essential immutable contents of the task itself. In ALP, a

task consists of the following data:

- Verb : A mnemonic verb name indicating the type of service requested (e.g.
TRANSPORT, SUPPLY, MANAGE, SUPPORT)

- PrepositionalPhrases : A set of prepositional phrases, associating the mnemonic
preposition (e.g. FROM, TO, WITH, FOR, USING, CONTAINING) with a particular object
from the sending clusters PLAN (e.g. FROM <Source Location>, TO <Destination
Location>, USING <Particular Policy Guidelines>)

In addition to these strict expressions of requirements, a tasking organization can specify a series
of preferences. A preference consists of the following data:

Aspect : A dimension of measurement about which a preference is being expressed.
ALP contains a predefined set of these, including START_TIME, END_TIME, COST,
QUANTITY, READINESS, and CUSTOMER_SATISFACTION.

ScoringFunction: A mapping from the aspect measurement space into a
dimensionless score space. This function allows for specification of best and worst
points in the space of solutions in a given aspect dimension, preferred values, and, by

convention, unacceptable values.

Weight: A scalar allowing for inter-preference comparison and aggregating scores

from individual preferences
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Figure 3: Use Case Diagram of Multi-Agent Task
Negotiation

The communication between any two
clusters takes the form of a multi-step
negotiation between honest, cooperative
parties. The processes starts with the
transmission of the Task and its
corresponding Prepositions and Preferences
from the Tasking to the Taskable agent. The
Taskable agent will either find the specific
solution requested, or work through relaxing
the task requirements in an attempt to find an
acceptable solution. Relaxation begins with
the preferences of the task, lowest priority
preference first. Should total relaxation of
the preferences fail to yield a solution, then
the constraints will start to be relaxed. The
Taskable agent reports back to the Tasking
agent identifying the space of solutions it can
support.  The Tasking agent will either
commit to a point in that solution space or
reformulate the Task based on the penalty
function information returned from the

Taskable agent. The penalty function provides penalty cost values against each of the constraints



and preferences to convey which aspects of the task are proving to be untenable. With this
information, the Tasking agent can participate in the refinement processes without needing access
to the Taskable agent's internal state information. This interchange continues until the two agents
cannot refine the task — no solution is possible — or a solution is found and committed to by both
parties.

2.3. Data Management

As discussed previously, the Log-plan is the information foundation of the ALP architecture. The
Log-plan is constructed from a prototype-based Logical Data Model (LDM) and fed updated
information continuously by a variety of LDM Plug-ins that interfaces with sensors, databases and
users in the real world (as shown in Figure 1). This section will discuss the ALP approach to
information management and provide a brief overview of the prototype model approach.

Solving the complex queries from a wide range of sources requires the use of a mediator ([WI193]
Dogac et.al. [DDO98]) that interoperates between multiple data sources. The mediation tool must
be able to take a user query as input, and convert it into a set of sub-queries. Each of these sub-
queries must have a structure that can access the data sources involved. To solve this problem,
the ALP architecture has the LDM Manager act as a mediator over the set of information sources
that are defined in the available plug-in set.. Each plug-in will represent an interface to one or
more information sources. Each plug-in registers the type and context of queries it can perform.
As other components, like the Task Expander, access elements of the Log-plan, these accesses
form a special class of query. If the information is present and current, the values in the Log-plan
are returned. If they are missing or expired, the LDM Manager is triggered to obtain or refresh the
data. Many of the plug-ins are simply SQL or JDBC interfaces into databases, with some
additional information to map them to or from their native structures to the Log-plan objects.

The second critical component to effective data management is the LDM, which in effect, forms the
class model for the Log-plan. The current ALP implementation includes 270 interacting agents
executing over 2500 business processes --- one of the biggest multiagent applications built to date.
The Log-plan for this society of agents is enormous — logically representing over 4million distinct
object-types for supplies and equipment alone, and well over 6 million distinct object-types
altogether. But the underlying pseudo-class model, defined by the LDM, has less than 500 classes
including all the unique role-based behavior components. To achieve this level of flexibility and
efficiency, the ALP architecture has used a specialization of the prototype (delegation) design
pattern in the construction of the underlying model.

The approach taken to represent this huge set of types includes a mix of hierarchical
decomposition (i.e. inheritance) and prototyping methods. In prototyping (Lieberman [L86] ‘a
prototype represents the default behavior for a concept, and new objects can re-use part of the
knowledge stored in the prototype by saying how the new object differs from the prototype™[L86).
Prototypes are used in the LDM to store small variations between types. For example, prototypes
are used in ALP to store the fact that both C5% and C130% are fixed-wing aircraft, but they are
slightly different in some respects.
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The ALP LDM embodies a mix of prototyping and inheritance. Figure 3 above shows the
representation of types related to fixed-wing aircraft, using a mix of prototypes and inheritance. In
this figure, we notice that C5 and the C130 are both prototypes of the “FW AirPlatform”class. At
the abstract ‘FWAircraft”class level, we have only hundreds of object classes yet can represent
millions of object prototypes. Similarly at the next level of this hierarchy, instead of having millions
of unique objects, we have millions of distinct instances each of which draws its behavior from its
prototypical instance. Thus class instances are constructed from a small number of base classes
and a combination of capability and role decorations, packaged as expandable prototypes, which
can be specialized at run time as needed. This simple but powerful approach not only allows a
much reduced object model but also allows the dynamic adaptation of capabilities at run time.
Thus, as a truck moves from land onto a ship, its role and corresponding behaviors change from a
conveyance to cargo.

3. Comparing the ALP Architecture

Having presented the basic design approach and characteristics of the ALP architecture, it is
worthwhile to compare and contrast this design to other architectural approaches. Though this is a
brief comparison, it is quickly apparent that the ALP architecture attempts to pull together many of
the best features and concepts of some of the most popular and effective architectures, while
adding additional features that make it a truly unique architectural design. The resulting synergy of
design has provided a powerful agent architecture which, to date, has been highly scalable and
extremely flexible. This section identifies the similarities and differences between the ALP
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architecture and conventional planning architectures, reactive architectures like Brook’
subsumption architecture [BR86], component-based architectures, and finally the emerging
concepts in BDI architecture.

3.1 Planning Architectures

The cognitive layer discussed earlier in this paper is based on concepts of hierarchical planning
that have been used in Al planning since the early STRIPS [FN71] work in the 1970%. The major
differences are that the planning domains are encapsulated within a plug-in and that a plug-in
plans over just the task space for which it is registered --- much like a distributed planning system.
Further, the planning phase, performed in the Expander, is segregated from the resource allocation
phase, performed by the Allocator. This forms a logical breadth-first planning approach with
delayed resource commitment. Further, both the task decomposition and resource allocation is
subject to further refinement based on commitments in other parts of the plan, similar to the
iterative refinement planning approach. The workflow structure has many structural similarities to a
partial order, analysis based correction infrastructure similar to that of NONLIN [TA77].

One of the real powers in ALP is the planning infrastructure in the architecture that serves primarily
as a router and controller, allowing the planning of individual plug-ins to employ any style of
planning or scheduling that proves most effective for that problem. In the current implementation,
we have a variety of simple STRIPS-like planners, expert system planners, case-based planners,
genetic algorithm schedulers, and numerous others. In some cases, the plug-in is most simplified
using a particular planning approach. In other cases, the problem domain makes a particular
approach significantly more efficient. By providing a hierarchical planning infrastructure but having
total flexibility on the planning at the branch and leaf nodes, we can build an effective
heterogeneous planning system.

3.2 Subsumption Architectures

Since we are trying to build a system that will support execution, there are a number experiences
that we have drawn upon from the robotics community on how to do execution effectively. Some of
the most effective execution architectures are those based on the subsumption approach proposed
by Brooks [BR86]. In this approach, multiple concurrent plans are executed, usually using some
variant of a state machine, arranged by priority. Higher priority plans intercede under appropriate
conditions to short circuit the execution and invoke an immediate response, as in the case of a
potential collision situation. Lower priority plans are the ones focused on the mission objectives of
the robot - like finding a soda can. The power in this approach is the ability to react during
execution without having to do any mapping of the situation into complex representations or
performing any advanced reasoning. These layers operate as independent services addressing a
particular business process.

The Assessor component of the architecture, though not originally designed with the subsumption
concept in mind, turns out be a very effective subsumption implementation. The Assessors look for
patterns in the information of the Log-plan and the information flowing into the agent from external
sources. Each Assessor acts like its own state machine addressing particular forms of failure.
Based on the type of failure mode and priority of the last, the effective priority of an assessed
failure forms a layered reactive response system. Since some high priority failure modes have
immediate actions associated with them, the result is a reactive system for critical failures and
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controlled replanning cycle for non-critical failures. The logic for the determination of critical and
non-critical, as well as the patterns for assessment, can be state dependent and adaptive.

Unlike a strict subsumption approach, some of the Assessor plug-ins utilize the logistics plan,
which is in effect a model of the shared world-state as reconstructed by the agent society. Though
not all Assessors use the Log-plan, it has proven timely and accurate for all but the most time-
sensitive failure information. Like the subsumption approach, the plug-in does not maintain any
state outside that captured in the information of the Log-plan. This, in effect, supports the
classification of the ALP architecture as a hybrid deliberate-reactive system. As we move more
into the real-time execution domain, it is useful to characterize the requirements of the assessment
function as either deliberate or reactive, and construct the Assessor accordingly.

3.3 Component Architectures

The ALP architecture has strongly embraced the component-based design, an approach that has
been getting so much attention, recently. The design of both the internal architecture service
components and the plug-in interfaces is very similar to the current Java Beans [VO98][DS99]
approach to behavior encapsulation. While ALP has a much stronger semantics translation
component, the idea of communicating services, registering, and brokering is very similar to the
Jini [AO99] services approach.

The concept of the plug-in is to allow a standard mechanism, constructed as an API, to connect
specific domain behaviors. These specific behaviors could be in the form of an algorithm, an
application, or an entire system. From the rest of the system, there is no differentiation between
the magnitude of the code at the other side of the plug-in. Further, the design of the plug in
interface code provides an easy mechanism to evolve a heterogeneous system over time without
disrupting operations, an extension of the Java class loader concept.

3.4 BDI Architectures

Another popular architecture for agent development is the Belief-Decision-Intent architectures
[KG91][RG92|[WE99]. These architectures pursue practical machine reasoning by explicit
differentiation of the concepts of beliefs, decisions and intent in the planning and deliberation
process. There are a number of similarities between the ALP approach and BDI architectures and
a few key differences.

The BDI architecture is careful to make a distinction between what goals are being pursued (intent)
and how these goals are going to be pursued (decision). There is an understanding that executing
the decisions will not necessarily allow you to achieve the intent. The ALP architecture has a
similar separation in that the root task comes into the agent, or is generated by the agent, in the
form of a task objective, similar to an intent. From that the Expanders will generate a workflow
which will define the 'how', or decision plan. Some of those same tasks will be passed to other
agents which then interpret them as their objectives. In a slightly different manner, the Expander is
defining the 'what' in the ALP approach and the Allocator plug-in is responsible for determining the
'how' by virtue of the assets allocated, schedules generated, or subordinates assigned. Though in
this instance, the 'how' component is broken into two pieces, the specification of the activity by the
Expander and the association of that activity with the resources that can accomplish it through the
Allocator.
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In the BDI architecture, beliefs are generated from reasoning over the world model. Beliefs
represent the set of acceptable plans that an agent believes will allow it to achieve its intentions.
From that set, one plan is selected as the best according to some criteria - and that becomes the
decision. For planning within an ALP agent, that process is localized to an Expander which is free
to employ any mechanism it desires to develop a single plan which will be posted as part of the
Log-Plan. If the planning process involves more than one agent, then an approach very similar to
the Beliefs process of BDI is used. In the ALP system, the task objective is passed to the
subordinate agent, which then responds with a set of penalty functions representing the solution
space, usually consisting of multiple ways to meet the objective. Note, unlike BDI, what is
exchanged is the penalty function relating the relative costs along the preference and criteria
vectors for various solutions. No plan solution or state information is shared between the parent
and child. Based on the penalty function information only, the parent selects a desired point on the
graph and thereby decides upon a given plan.

4. Future Plans

In the remaining two years of the Advanced Logistics Project, the architecture will be expanded to
support the development of multiple concurrent plans and the creation of multiple worlds. These
extensions will allow an agent or set of agents to develop contingency plans, evaluate alternate
courses of action, address uncertainty in operational outcomes, and change the fundamental
operating assumptions upon which the logistics plans are constructed. With this capability, the
system will be better equipped to perform fhat-if” analysis of various forms and maintain
concurrent plan alternatives.

5. Conclusions

In this paper, we have briefly described the overall architecture of the DARPA Advanced Logistics
Project. The main goal of ALP is to develop and demonstrate the architecture, theory, and
algorithms needed for the next generation global logistics systems. In the DOD domain, this
involves the ability to completely automate the creation of a logistics plan and reduce plan
development time from the current 45-60 days to less than an hour.

The accomplishment of this goal requires the ability to solve a variety of hard computational
problems, ranging from the access of multiple, distributed, heterogeneous databases, to the
development of scalable plan sentinels and agent infrastructures that can support hundreds of
thousands of interacting agents. This paper has presented the ALP architecture attempted to show
how it supports the goals of the program, and how it compares to several other agent architecture
approaches.
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